Automated Recognition of Lateral from PA Chest Radiographs:
Saving Seconds in a PACS Environment
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Images acquired in a two-view digital chest exami-
nation are frequently not electronically distinguisha-
ble. As a result the lateral and posterioanterio (PA)
images are often improperly positioned on a PACS
work station. A series of 1998 chest radiographs (999
lateral, 999 PA or AP) were used to develop a neural
network classifier. The images were down-sampled to
16 X 16 matrices, and a feed-forward neural network
was trained and tested using the “leave-one-out”
method. Using five nodes in the hidden layer, the
neural network correctly identified 987 of the 999 test
cases (98.8%) (average of six runs). The simple archi-
tecture and speed of this technique suggests that it
would be a useful addition to PACS work station
software. The accumulated time saved by correctly
positioning the lateral and PA chest images on the
work station monitors in accordance with each radi-
ologist’s hanging protocols was estimated to be
about 1 week of radiologist time per year.
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HE USE OF A PICTURE archiving and

communication system (PACS) is becom-
ing necessary in the modern radiology depart-
ment.'? The fledgling PACS systems of the
1980s have evolved, in general, into high-
throughput tools that allow both primary di-
agnosis and secondary viewing. Digital chest
radiographs make up a substantial fraction
(~40%) of the radiographic images read out on
a PACS system. Computed radiography*®
(CR) is now the most widely used digital image
detector for digital radiography, and is likely to
remain so for some time, especially in the
portable setting. The chest radiographic exam-
ination typically is comprised of both the lateral
and posteroanterior (PA) views for upright ex-
aminations and the lateral and antereoposterio

(AP) views in the portable environment. Sub-
sequent reference will be to the PA view; how-
ever, for the purposes of this study, this should
be considered interchangeable with the AP
view. The two cassettes used per patient are
typically not tracked by the technologist in
terms of which one is the lateral and which one
is the PA image. Consequently, when the im-
ages are read out in a CR reader, they are
named with the same generic label (e.g., “chest
PA/Lat”). Neither the PACS system nor its user
can uniquely identify which image file is the PA
and which is the lateral.

Because each radiologist has preferences in
terms of hanging protocol, it would be useful for
the PACS system to know unambiguously which
image is the PA and which is the lateral, for each
patient’s pair of chest radiographs. The purpose
of this investigation was to develop pattern-
recognition techniques that can distinguish be-
tween the PA and the lateral views in a pair of
chest radiographs for a given patient. This
identification step will lead to higher throughput
by enabling the PACS system to correctly
“hang” the PA and the lateral images in ac-
cordance with the preferences of the radiologist.

Although switching a pair of images on a
high-resolution work station only requires a few
moments, given the large number of chest ra-
diographs reviewed, the accumulated time spent
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can be substantial. Moreover, there is an an-
noyance factor associated with the need to swap
images that can be largely eliminated with the
proposed technique.

MATERIALS AND METHODS

A neural network approach was used to determine which
image is the PA and which is the lateral of a pair of chest
radiographs. Neural network techniques’™ are relatively
simple, have been used extensively in medical image pattern-
recognition with success, and are known to a large number
of investigators familiar with neural network implementa-
tion.

A series of 1,000 consecutively selected chest radiograph
pairs were downloaded from the clinical PACS system at
our institution under an approved IRB protocol. Custom
software was written on an imaging workstation (Microsoft
Windows 2000 and Microsoft Visual C/C+ + 5.0, Red-
mond, WA) to manipulate and reformat the image data.
Initial software was written which allowed a trained ob-
server (fourth-year medical student at the time) to indicate
which of the two images (per patient) was the PA and which
was the lateral. One image pair was corrupted (both images
were PA), and thus this pair was eliminated from the data
set, leaving 999 image pairs for a total of 1,998 individual
images. Each original image was acquired with a pixel ma-
trix of 1760 x 2140, corresponding to ~200 um pixels. The
rectangular images were reduced in resolution to a 16 x 16
square image, where each pixel value in this much smaller
image represented the mean gray scale value of a 110 x 134
pixel rectangular region in the original high-resolution
clinical image. The 256 (16 x 16) pixels representing this
small image were rescaled to the range {0.0, 1.0}. These 256
resulting values were used as the input data to a feed-for-
ward artificial neural network.” Examples of the image data
set used are shown in Figure 1.

Neural network software developed by one of the au-
thors and reported previously” was used in this study. The
“jackknife” or ‘“‘leave-one-out” method was used for train-
ing and testing. For N images (N = 1,998 here), one image
was removed from the data set, the remaining N —1 images
were used to train the neural network, and that trained
network was used to evaluate the removed image. This
process was repeated until each image had a turn being left
out from the training procedure and being used for per-
formance assessment. Note that the left-out image does not
participate in the training, and therefore each of the indi-
vidual jackknife evaluations was performed on an inde-
pendent image. Thus, the evaluations performed in this
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Fig 1. A collection of eight pairs
of small (16 x 16 pixels) images
are illustrated. These individual i-
mages represent the inputs to the
neural network described in the
text.
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Fig 2. A receiver operating characteristic (ROC) curve is il-
lustrated. The classification performance of the five-node
hidden layer network demonstrated excellent performance,
with an area under the ROC curve (A,) of 0.978.

study included the well-known effects of “shrinkage.”!”

Shrinkage refers to the reduction in performance when an
independent testing data set is used, compared to the per-
formance on the data set used for training. The jackknife
approach allowed the evaluation of a test set, independent
of each training set, and thus the influence of shrinkage is
included in our performance analysis.

A two-layer neural network (one hidden layer) was used.
It was comprised of 256 nodes in the input layer, one to nine
nodes in the hidden layer, and one node in the output layer.
A sigmoid activation function was used at each node,” and
each node was individually biased. All weights of the neural
network were initialized to a range of {—0.30, +0.30} using
a random number generator. A momentum term of 0.700
and a learning rate coefficient of 0.100 were used.” The 1,998
training and testing sessions were performed on a 2.5 GHz
Pentium-based (Intel Corporation, Sunnyvale, CA) work
station.

The number of hidden nodes necessary to perform ac-
curate classification was studied by evaluating the per-
formance over a range of hidden node values from 1 to 9.
Each jackknife run of 999 cases was run six times for net-
works with from 1 to 6 nodes. The 7-node architecture was
evaluated five times, and 8- and 9-node architectures were
run four times each.
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Fig 3. The number of cases as a function of the PA-lat
classifier is illustrated. Negative values of the classifier cor-
respond to misclassified cases, and positive values corre-
spond to properly classified cases. Notice that the vast
majority of cases achieved near-perfect classification at +1.0,
where the height of that histogram bar is off-scale.

The pattern of weights employed by the neural network
for identifying the PA from the lateral chest images was
studied with a neural network with one hidden node. Al-
though the overall performance of a one-node hidden layer
network was lower than that for larger hidden layers, the
analysis of weights is more straightforward in the situation
where each of the input nodes (from the image) has only one
weight affiliated with it.

For each image, the neural network outputs a raw score
(call this o) that ranges from 0 to 1 (inclusive). Perfect
identification corresponds to assigning o to 1 for PA images,
and o to 0 for lateral images. Let apa and oy o1 correspond
to the neural network’s assignment for a given patient’s pair
of chest images. A classification parameter 3 can be defined
such that:

B = opa — OLAT

For proper classification we require that op, > 0 47, and
this condition is met when B > 0.0. Negative values of
therefore correspond to improperly classified lateral and PA
images.

RESULTS

The neural network that used five hidden
nodes demonstrated 98.8% accuracy, misclassi-
fying 12 cases (the average of six runs was 12.2
misclassified cases), but properly classifying 987
cases. Figure 2 shows a receiver operating
characteristic (ROC) curve that demonstrates
the excellent performance of the neural net-
work-based PA/LAT classifier.
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Fig 4. A patchwork of 24 arbitrarily selected neural net-
work weight patterns is illustrated, and the centermost pat-
tern (outlined in white) corresponds to the average weight
pattern for all 1998 training sets. The weight patterns here
correspond to a 1 node hidden layer. Lighter values corre-
spond to positive and darker values correspond to negative
weight values. These weight patterns illustrate the location
of features that are used by the neural network for distin-
guishing between the PA and lateral chest radiographic im-
ages.

The distribution of cases as a function of the
classification parameter B is shown in Figure 3,
for the five-node hidden layer neural network
architecture. The value of B runs from -1 to
+1, and positive values correspond to correct
identification of the PA and lateral chest im-
ages. Nearly 90% of the B values are near per-
fect (0.9-1.0), and 96% of these values are
greater than 0.5. The 12 pairs of images that
were misclassified correspond to cases where 3
was negative. The images of these 12 cases were
visually evaluated; however, they did not differ
in any obvious manner from the remainder of
the images in the data set.

Figure 4 demonstrates the distribution of
weights for the one hidden layer neural net-
work. This network achieved 97.6% (974/999)
correct classification performance (averaged
over six runs), slightly lower than the five hid-
den node network performance. The one hidden
node network is more useful in understand-
ing the spatial distribution of weights used
by the neural network classifier, because with
this network architecture only one weight
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Fig 5. The performance of the neural network classification
as a function of the number of nodes in the hidden layer is
demonstrated. Increasing the number of hidden nodes im-
proved testing performance, although diminishing returns
are seen beyond five nodes.

value is assigned per pixel to the small 16 x 16
images that served as inputs to the neural
network. A collection of 25 weight distribu-
tions (selected randomly from the 1,998 weight
arrays) is shown in Figure 4. The center weight
pattern (outlined in white in Figure 4) demon-
strates the ensemble average of all of the
1,998 weight patterns of one jackknife run.
Figure 4 illustrates that much of the positive
weighting (brighter regions in Figure 4) is
located approximately at the point where
the arms are situated on the PA view, and
where the body contour transitions to air on the
lateral image (see Fig. 1). There is also a
prominent region of negative weighting (shown
as dark values in Figure 4) near the bot-
tom center of the images, corresponding to
the position of the mediastinum on the PA
images.

Figure 5 illustrates the number of misclassi-
fied cases as a function of the number of nodes
in the hidden layer. The mean is illustrated with
error bars indicating + 1o, and these values
were assessed from multiple jackknife runs for
each node, as mentioned in Materials and
Methods. The computational dexterity of a
neural network increases as the number of
hidden nodes increases, and this flexibility is
shown to be advantageous for five or more
hidden nodes.
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DISCUSSION

The goal of this project was to develop an
automatic technique that could be used by a
PACS work station to correctly “hang” the PA
and lateral chest images for radiologist viewing
and interpretation. Unlike computer-aided di-
agnostic (CAD) tools,'"'? the penalty for mis-
classification in this application is simply a
couple of extra seconds spent swapping the PA
and the lateral images on a PACS work station,
not an incorrect diagnosis. Given this, it is not
necessary to achieve 100% performance, and
the approximately 99% performance demon-
strated by the neural network system developed
here is considered adequate.

How would this simple classifier system affect
PACS efficiency? A large institution may pro-
duce on the order of 200 two-view chest radi-
ographs in a 24-hour period, and this
corresponds to about 73,000 two-view chest
examinations per year. Assume that swapping
incorrectly hung chest images requires 4 sec-
onds of radiologist time. A PACS system will
hang approximately 50% of cases correctly in
the absence of guidance (by simply guessing),
and the neural network discussed here can
achieve about 99% correct performance. Using
these numbers, 40.5 hours per year would be
spent swapping chest images in the absence of
guidance, and 48.6 minutes per year would be
spent with the neural network guidance. This
leads to a net savings of about one week (39.7
hours) of radiologist time per year. At a rate of
$150 per hour ($312,000 per year), the neural
network classifier described in this study would
save about $6,000 per year. In addition to
monetary savings, a reduction in radiologist
frustration may result as well.

The implementation of the proposed tech-
nique requires only modest effort, but it lies in
the hands of those who develop PACS systems.
To facilitate adoption of the technique, the
weight values and mathematical necessities for
their use will be made available to any inter-
ested party. The development of a PACS system
requires that attention be paid to a large num-
ber of issues. Although the classification tech-
nique described here is a relatively minor aspect
of a PACS, it is the implementation of a large
number of small features such as the one



AUTOMATED RECOGNITION OF CHEST RADIOGRAPHS

reported here that adds value to state-of-the-art
PACS systems.
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